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Real-time volumetric reconstruction of biological
dynamics with light-field microscopy and deep

learning
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Light-field microscopy has emerged as a technique of choice for high-speed volumetric imaging of fast biological processes.
However, artifacts, nonuniform resolution and a slow reconstruction speed have limited its full capabilities for in toto extraction
of dynamic spatiotemporal patterns in samples. Here, we combined a view-channel-depth (VCD) neural network with light-field
microscopy to mitigate these limitations, yielding artifact-free three-dimensional image sequences with uniform spatial resolu-
tion and high-video-rate reconstruction throughput. We imaged neuronal activities across moving Caenorhabditis elegans and
blood flow in a beating zebrafish heart at single-cell resolution with volumetric imaging rates up to 200 Hz.

spatiotemporal information from targets, as many millisec-

ond transient cellular processes occur in three-dimensional
(3D) tissues and across long timescales. Several imaging techniques,
including epifluorescence and plane illumination methods, can
image live samples in three dimensions at high spatial resolution'—.
However, they require recording a number of two-dimensional
(2D) images to create a 3D volume, and the temporal resolution is
compromised by the extended acquisition time of multiple frames
by the camera.

Light-field microscopy (LFM) has become the technique of
choice for instantaneous volumetric imaging®'‘. It permits the
acquisition of transient 3D signals via postprocessing of the
light-field information recorded by single 2D camera snapshots.
Because LFM provides high-speed volumetric imaging limited only
by the camera frame rate, it has delivered promising results in vari-
ous applications, such as the recording of neuronal activity’'* and
visualization of cardiac dynamics in model organisms''. Despite
these advances, the low and nonuniform spatial resolution and the
presence of reconstruction artifacts prevents LFM’s more wide-
spread application for capturing millisecond timescale biological
processes at single-cell resolution”''. While these problems can be
mitigated by optimizing the way the light field is recorded”'>'*, the
extra system complexity could impede the wide dissemination of
the LFM technique. Furthermore, current LFMs rely on a computa-
tionally demanding, iterative recovery process that limits the overall
throughput of LFM reconstruction, compromising its potential for
long timescale applications.

Here, we describe a LFM strategy based on VCD neural net-
work processing of light-field data, termed VCD-LEM. Using a
wave optics model”, we generated synthetic light-field images

Q recurring challenge in biology is the extraction of ever more

from high-resolution (HR) 3D images that we previously obtained
experimentally, and paired them as input and ground-truth data
for network training. We designed the VCD network (VCD-Net)
to extract multiple views from these 2D light-fields and transform
them back to 3D depth images, which would be compared with
the HR ground-truth images to guide optimization of the network.
By iteratively minimizing the loss of spatial resolution by incor-
porating abundant structural information from training data, this
deep-learning VCD-Net could be gradually strengthened until it
is capable of deducing 3D high-fidelity signals at uniform reso-
lution across the imaging depth. Once the VCD-Net is properly
trained, it can deduce an image stack from a light-field measure-
ment on a millisecond timescale, achieving a throughput suitable
for time-lapse video processing. We demonstrated the ability of the
VCD-LFM method by imaging motor neuron activity in L4-stage
C. elegans rapidly moving inside a 300X 300 X 50 um® microfluidic
chamber, at an acquisition rate of 100 Hz and processing throughput
of 13volumess™". This allowed us to extract the four-dimensional
spatiotemporal patterns of neuronal calcium signaling and track
correlated worm behaviors at single-cell resolution, which was
notably better than classic light-field deconvolution microscopy
(LEDM). Furthermore, we performed in toto imaging of blood flow
in the beating heart of zebrafish larvae, enabling velocity tracking of
blood cells and ejection fraction analysis of the heartbeat across a
250% 250 X 150 um? chamber at 200 Hz.

Results

Principle and performance of VCD-LFM. Our VCD-LFM
involves training of a VCD convolutional neural network and its
inferences based on the images obtained from LFM (Fig. la and
Supplementary Figs. 1 and 2). To create the data for network training,

'School of Optical and Electronic Information-Wuhan National Laboratory for Optoelectronics, Huazhong University of Science and Technology, Wuhan,
China. 2Department of Bioengineering, Henry Samueli School of Engineering and Applied Science, University of California, Los Angeles, Los Angeles, CA,
USA. 3Division of Cardiology, Department of Medicine, David Geffen School of Medicine, University of California, Los Angeles, Los Angeles, CA, USA.
4College of Life Science and Technology, Huazhong University of Science and Technology, Wuhan, China. *Lunenfeld-Tanenbaum Research Institute,
Mount Sinai Hospital, University of Toronto, Toronto, Ontario, Canada. ¢Division of Cardiology, Department of Medicine, Greater Los Angeles VA
Healthcare System, Los Angeles, CA, USA. "These authors contributed equally: Zhaogiang Wang, Lanxin Zhu, Hao Zhang. ®e-mail: sgao@hust.edu.cn;

THsiai@mednet.ucla.edu; feipeng@hust.edu.cn

NATURE METHODS | www.nature.com/naturemethods


mailto:sgao@hust.edu.cn
mailto:THsiai@mednet.ucla.edu
mailto:feipeng@hust.edu.cn
http://orcid.org/0000-0002-6242-3506
http://orcid.org/0000-0003-0086-9622
http://orcid.org/0000-0001-5431-4628
http://orcid.org/0000-0003-1734-0792
http://orcid.org/0000-0003-3764-817X
http://crossmark.crossref.org/dialog/?doi=10.1038/s41592-021-01058-x&domain=pdf
http://www.nature.com/naturemethods

ARTICLES NATURE METHODS

a b
F B ——
@ lterative optimization v -

Static sample  Objective Tube lens Pinhole Detector Scanned 3D image h foat Depth
annel feature maps
P reconstruction
® Forward P
H — projection s v 4
_k | (g — . = =
I'.'< N ’ ’ 2 5
1 (g / "
i & f
_ Views split
Point scanning 2D LFP simulation ® VCD training

Dynamic sample jecti Tubelens MLA Camera
v ple bjective " Trained VCD network

! . T

\
\

Z

14

.

Sequential LF measurements @ Video-rate network inference Reconstructed 3D sequences

[ d e f g
Wide-field LFDM VCD-LFM (aniso) VCD-LFM (iso) 8

LFDM x ==== LFDM z
VCD-LFM (aniso) x ====:VCD-LFM (aniso) z
[

VCD-LFM (iso) x = === VCD-LFM (is0) z
FrE

\

\

[}

\

\ -
1
1
\

ﬁ-}'ﬁ

h

Reconstructed via LFD

i"f\t::‘::m:r ROI
5s
— Cross-talk
N\ N

—— Ground truth = VCD-Net — LFD

Fig. 1| VCD-LFM and its performance. a, HR 3D imaging of stationary samples by a confocal microscope (upper row) and instantaneous recording of
dynamic samples by a light-field microscope (bottom row). b, The VCD-Net reconstruction pipeline, containing: (1) forward light-field projection (LFP)
from the HR image stacks; (2) VCD transformation of synthetic light-field inputs into intermediate 3D image stacks; (3) network training via iteratively
minimizing the difference between VCD inferences and confocal ground truths and (4) inference of 3D images from the recorded light-field images by a
trained VCD-Net. ¢-f, Maximum intensity projections (MIPs) of the same fluorescent beads and achieved resolution (FWHM) by wide-field microscopy
(c), LFDM (d) and VCD-LFM trained with anisotropic (e) and isotropic (f) HR data, respectively. White lines, intensity profiles of all the resolved beads
shown in the MIPs. Blue lines, intensity profiles across a selected bead (indicated by a vertical line) at 20 um off the focal plane. Scale bars, 10 um.

g, Average axial (dashed lines) and lateral (solid lines) FWHM of the beads across the volumes reconstructed by LFDM (n= 2,039 beads), anisotropic
(n=2,527 beads) and isotropic VCD-LFM (n=2,731 beads), respectively. Aniso-VCD achieves uniform resolution of 1.1+ 0.08 (mean =+ standard
deviation) um and 3.0+ 0.1um in x, y and z, respectively, and Iso-VCD achieves near isotropic resolution of 1.0 +£ 0.15 um. Center lines represent means
and error bars denote standard deviations. h, One frame of a light-field video recording the activity of two synthetic firing neurons adjacent to each other
(indicated by blue and red colors). i,j, Reconstructions of the light-field video by VCD-Net (i) and LFD (j), with signal traces extracted in the indicated ROI
(dashed circles) and compared to the ground truth. Circles denote the signal cross-talks between adjacent neurons due to the blurring. Scale bar, 5um.

we first obtained HR 3D images of stationary samples using syn-  image was first rearranged into different views, from which features
thetic or experimental methods (Fig. la). Using the wave optics were extracted and incorporated into multiple channels in each
model of LFM", we projected these HR 3D images into 2D light-field ~ convolutional layer. The final output channels were then assigned
images, which we then used as the input for network training (Fig.  to a number of planes representing different depths to generate an
1b, step 1 and Supplementary Note 1). Each synthetic light-field image stack. Using cascaded convolution layers (U-Net architecture,
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Supplementary Fig. 3 and Supplementary Table 1) to repetitively
extract features, this VCD procedure generated intermediate 3D
reconstructions (Fig. 1b, step 2). The pixel-wise mean square error
was counted as the loss function to indicate how different these out-
puts were to the ground-truth images. By iteratively minimizing the
loss function (Fig. 1b, step 3), the network was gradually optimized
until it could transform the synthetic light fields into 3D images
that were similar to the ground-truth images (Supplementary Fig.
4 and Supplementary Note 2). After training on gigavoxels of data
(Supplementary Table 2), the network was capable of implement-
ing VCD transformations of sequential light-field measurements of
dynamic processes and inferring a sequence of 3D volumes at a rate
up to 13 volumess™ (Fig. 1b, step 4).

We built a custom microscope to enable in situ light-field
recording and 3D wide-field imaging (Supplementary Fig. 1). To
demonstrate the capability of the VCD-LFM, we reconstructed
subdiffraction beads captured using a x40/0.8 W objective and
quantified the resolution improvement resulting from the network
by comparing the results with those from conventional LFD (Fig.
lc-f). As verified by 3D wide-field imaging of the same volume, the
fluorescence of individual beads was correctly localized throughout
the volume (Fig. le,f and Supplementary Fig. 5). The VCD-LFM
with a network trained on wide-field 3D image yielded an average
resolution of 1.1 pum (x,y) and 3.0pm (z) (n=2,527 beads), which
was uniform across a 60-um imaging depth (1.0 pm (x,y) and 2.9 pm
() at the best plane, 1.3 pm (x,y) and 3.1 um (2) at the outer edge
of the axial field of view (FOV)) (Fig. 1g and Supplementary Fig.
6). This demonstrates notable improvements compared to LFDM
on the same image data with an average resolution of 2.6 pm (x,y)
and 5.0 pm (z), and a broader distribution (1.6 pm (x,y) and 3.8 um
(z) at the best plane, 4.0pm (x,y) and 7.0 pm (z) at the outer edge
of the axial FOV). We note that the performance of VCD-LFM is
dependent on training data; hence, the beads can be reconstructed
isotropically (1.0 pm x,y,z) by including higher-resolution data in
the training (Fig. 1f,g and Supplementary Fig. 7). Furthermore,
VCD-LFM substantially removed the mosaic-like artifacts near the
focal plane that are common in LFDM (Fig. 1d and Supplementary
Figs. 5 and 6), and it performed well even when the signals were
weak with high background noise or dense (Supplementary Figs.
8 and 9). To further validate the accuracy of reconstructed signals,
we applied VCD-Net to the reconstruction of synthetic firing neu-
rons that are adjacent to each other. The improved image quality
achieved by VCD-Net suppressed signal cross-talk from blurring
and artifacts (Fig. 1h-j), and thus contributed to accurate recov-
ery of signal fluctuations when recording the activity of densely
labeled neurons. We further validated the reconstruction accuracy
of VCD-Net on both static and moving neurons with varying signal
magnitude and density (Supplementary Figs. 10 and 11).

VCD-LFM reveals locomotion-associated neural activity in mov-
ing C. elegans. We show VCD-LFM to be suitable for capturing
dynamic processes in live animals by demonstrating the imaging
of neuronal activity in moving C. elegans and the beating heart of a

zebrafish larva. We used a microfluidic chip to permit C. elegans (L4
stage) to rapidly move inside a micro-chamber (300X 300X 50 um?,
Fig. 2a). We used a x40/0.8 W objective to image the activity of
fluorescently labeled motor neurons (ZM9128 hpIs595[Pacr-2(s)::G
CaMP6(f)::wCherry]) at a 100-Hz acquisition rate, yielding 6,000
light fields in both green and red channels in a 1-min observation
(Supplementary Fig. 1). VCD-Net reconstructed the neuronal sig-
nals at single-cell resolution during fast body movement (Fig. 2b,
Supplementary Fig. 12 and Supplementary Videos 1 and 2). In
contrast, LFD suffered from suboptimal cellular resolution and
deteriorated image quality around the focal plane, as shown on the
same image data (Fig. 2c). We identified A and B motor neurons
that have been associated with motor-program selection*-"’, and
mapped their calcium activity over time after ratiometrically cor-
recting the calcium signals (GCaMP6(f)) using red fluorescent pro-
tein (RFP) baselines (wCherry) to remove motion noise'® (Fig. 2d,e,
Supplementary Fig. 13 and Supplementary Video 3). By applying an
automatic segmentation of the worm body contours (Supplementary
Note 3), we calculated the worm’s velocity and curvatures related to
its locomotion and behavior, thereby allowing classification of the
worm motion into forward, backward or irregular crawling (Fig.
2f-h). We found the patterns of transient calcium signaling to be
relevant to the switches from forward to backward crawling of the
worm, which is consistent with previous findings'®-*’. Furthermore,
the noniterative VCD reconstruction could sequentially recover 3D
images at a volume rate of 13.5Hz, roughly 900 times faster than
the iterative LFD method (Fig. 2i and Supplementary Table 3). Our
VCD-LFM thus demonstrated advantages for visualizing sustained
biological dynamics, which is computationally challenging using
conventional deconvolution methods.

Volumetric imaging of fast dynamics in the beating zebrafish
heart. We captured the cardiac hemodynamics in the beating zebraf-
ish heart. To reduce the background from body tissue, we generated
arod-like laser beam to selectively illuminate the heart region®', and
we recorded the light-field video at a 200-Hz volume rate using a
%20/0.5W objective (Fig. 3a and Supplementary Fig. 2). We recon-
structed red blood cells (RBCs) (labeled with Tg(gatala:dsRed)) and
beating cardiomyocytes (nuclei were labeled with Tg(myl7:nls-gfp))
in four dimensions using VCD-Net with resolution, structural
similarity and processing throughput notably better than conven-
tional LFD approaches (Fig. 3b-g, Supplementary Figs. 14-16 and
Supplementary Videos 4 and 5). We also show that direct 2D-3D
VCD transformation is better than enhancing 3D LFD results by
further processing with established deep-learning restoration meth-
ods” in term of reconstruction accuracy and when dealing with
densely labeled signals (Supplementary Note 4). We further dem-
onstrated that our VCD-LFM could reconstruct a 3D beating heart
with densely labeled trabecular myocardium (Tg(cmlic2:gfp)), Fig.
3h,i, Supplementary Fig. 17 and Supplementary Video 6), and the
limit of signal density that could be accurately recovered by VCD
was relatively high, as compared to LFD (Supplementary Fig. 18).
VCD-Net could also generalize well when trained on one type

>
>

Fig. 2 | Whole-animal Ca?* imaging of moving C. elegans using VCD-LFM. a, Configuration combining LFM with a microfluidic technique for imaging
motor neuron activity in L4-stage C. elegans (strain ZM9128 hpls595[Pacr-2(s)::GCaMP6(f)::wCherry]) moving in a microfluidic chip (300 x 300 x 50 um?,
top panel) at a 100-Hz recording rate. b,c, MIPs as well as magnified views of the indicated regions of one instantaneous volume reconstructed by VCD (b)
and LFD (c), respectively. The data shown are representative of n=10 independent C. elegans. Scale bars, 10 um. d, Schematics of the worm with

identified motor neurons labeled (left) and body curvature annotated (right). e, Heatmap visualizing the neuronal activity of 18 identified motor neurons
during a 1-min observation of the moving worm. Each row shows the Ca?* signal fluctuation of an individual neuron with color indicating the percentage
fluorescence changes (AF/F,), where F is ratiometrically corrected by the ratio of GCaMP6(f) fluorescence to wCherry fluorescence. f, Curvature
kymograms along the body of the moving worm. g, Velocity plot shows the displacement in the direction of body. An ethogram describing the worm
behavior over time (lower panel) is obtained by analyzing the curvature and velocity change. h, Selected volumes with time-coded traces (duration left and
middle, 150 ms; right, 500 ms) in accordance with the ethogram visualizing the backward (left), forward (middle) and irregular (right) crawling tendency
of the worm. Scale bars, 20 pm. i, The reconstruction throughput of VCD-LFM and LFDM for processing the same C. elegans light-field video.
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of cardiac sample, for example RBCs, and applied to another, for Note 5). VCD-LFM reconstruction with single-cell resolution
example cardiomyocyte nuclei, or trained on hybrid cardiac data-  (Supplementary Fig. 19) permitted quantitative investigation of
sets including both and applied to each of them (Supplementary transient cardiac hemodynamics. We tracked 19 individual RBCs
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Fig. 3 | Imaging of various cardiac dynamics in beating zebrafish heart using VCD-LFM. a, Schematic of selective volume illumination-based light-field
imaging for zebrafish experiments. High-contrast light-field sequences of RBCs in the beating heart are recorded under a rod-like beam illumination setup
that selectively excites the fluorescence signals within the volumes of interest. b,c, MIPs in xy (left) and yz (right) planes of one instantaneous volume of
RBCs by VCD-LFM (b) and LFDM (c), respectively. The dash lines indicate the heart. d, Tracks of 19 single RBCs throughout the cardiac cycle. A static heart
is outlined for reference. e, Velocity map computed from two consecutive volumes of RBCs during systole. f,g, MIPs in xy (top) and xz (bottom) planes of
one instantaneous volume of nuclei of beating cardiomyocytes by VCD-LFM (f) and LFDM (g), respectively. h,i, 3D visualization of beating myocardium at
one time point by VCD-LFM (h) and LFDM (i), respectively. The myocardium was labeled by GFP. Arrows indicate the inlet and outlet of cardiac pumping.
A, atrium; V, ventricle. j, Volume of the myocardium during the diastole and systole in one cardiac cycle. k, Volume change ratio of the ventricle during the
diastole and systole in one cardiac cycle. The rate is calculated by (V.. — ESV)/EDV, where V.. is the time-varying volume of the ventricle during heartbeat
and ESV and EDV represent the volumes at the end of systole and diastole, respectively. The ejection fraction of the heartbeat (EF), given by (EDV —ESV)/
EDV, also shown as the peak in the curve, is calculated to be roughly 71%. Twenty out of a total of 120 time points (one of each six) are selected for the
analysis during an approximately 400 ms cardiac cycle. Scale bars, 50 pm. The data shown are representative of n=8, 4, 3 independent fish for blood cells,
cardiomyocyte nuclei and myocardium imaging, respectively.

throughout the entire cardiac cycle of 415ms, during which the
blood was pumped in and out of the ventricle at a speed of over
3,000ums™ (Fig. 3d,e). By segmenting the heart boundary, we
quantified the volume change of the myocardium during the dias-
tole and systole, and calculated the ejection fraction of the heart-
beat (Fig. 3j,k). Furthermore, through a combination of VCD-LFM
and selective plane illumination microscopy (SPIM), we visual-
ized in 3D and analyzed blood flow in the zebrafish circulation
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system (labeled with Tg(flil:gfp; gatala:dsRed) for blood cells in
vessels, Tg(gatala:dsRed; cmlc2:gfp) for blood cells in the heart
(Supplementary Fig. 20 and Supplementary Videos 7-9).

Discussion

The VCD-LFM achieves real-time recording and video-rate
reconstruction of instantaneous 3D processes in whole moving
C. elegans. Combined with efficient network-based locomotion
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analysis, it offers an efficient pipeline for the study of sustained
worm neural activity and related locomotion behavior at high
throughput. The robust performance of VCD-LFM enables the
suppression of signal artifacts, elimination of motion blurs and
accurate quantification of calcium signaling. For cardiovascular
imaging, recent scanning-based approaches for volumetrically
imaging in zebrafish larvae have required complicated optics, an
ultra-fast camera and high-intensity excitation>*". In contrast, our
method based on a relatively simple system and easily adoptable
deep-learning framework offers a compelling solution for investi-
gating the dynamic properties and functions of the cardiovascular
system. Therefore, VCD-LEM could be a valuable tool for study-
ing dynamics on fast timescales, potentially benefiting a variety of
applications such as behaviorally relevant neuronal activity stud-
ies and dysfunctions of the heart and blood transport system in
model organisms.

In summary, we introduced a VCD-LFM approach and dem-
onstrated its ability to image transient biological dynamics with
improved spatial resolution, minimal reconstruction artifacts and
increased reconstruction throughput compared to conventional
LFDM approaches. The network-based VCD computational model
is robust, versatile and ready for widespread application. While
VCD-LFM improves the reconstruction quality from one originally
determined by the optical system to one can be optimized via the
training procedure, it requires the preacquisition of a considerable
number of training images. We expect this will improve with the
continued development of deep-learning technique, which aims for
strong generalization ability and weak training supervision, thus
allowing the model implementation with much fewer training data
required. Aside from the combination with a basic LFM setup”"?, we
note that VCD-Net is compatible with modified LFM modalities,
such as a dual-objective setup'' or a Fourier LFM setup'’. Finally,
we expect that VCD-LEM could potentially bring new insights
for computational imaging techniques by raising the possibility of
restoring image beyond the system optical limit rather than just
approaching it, and showing the capability of increasing the image
dimension while minimally compromising the image quality. Taken
together, we can further push the spatiotemporal limits for in toto
observation of dynamic biological processes.
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Epi-illumination LFM setup. An epifluorescence light-field setup was built

on an upright microscope (BX51, Olympus). The light-field and wide-field
detection paths were appended to the camera port of host microscope, with

using a flip mirror to switch between two detection modes. A motorized z stage
(Z812B, Thorlabs) together with a water chamber were directly mounted onto

the microscope stage (xy), to three-dimensionally control the samples inside the
chamber. A water immersion objective (LUMPlanFLN x40/0.8 W, Olympus) was
used to collect the epifluorescence signals from samples. For recording the light
field, a microlens array (MLA) (APO-Q-P150-F3.5 (633), OKO Optics) was placed
at the native image plane to collect the light-field signals. A 1/1 relay system (AF
60mm 2.8D, Nikon) was used to conjugate the back focal plane of MLA with

the camera sensor plane (Flash 4.0 V2, Hamamatsu). The light-field path was
optionally extended to dual-channel detection by dividing after MLA and adding
an extra camera sensor for the C. elegans experiments. See Supplementary Fig. 1 for
more details about the Epi-LFM setup.

Selective volume illumination LFM setup. We also developed a LFM setup

based on selective volume illumination. Two pairs of beam reducers combined
with an adjustable iris were used to generate a scalable rod-like beam (473 or
532nm), which was finally projected onto the sample through a x4 illumination
objective (Plan Fluor X4/0.13 W, Nikon) placed perpendicular to the detection
path. It confined the fluorescence excitation within the heart region of zebrafish
embryo, reducing the excessive emission from out of the volume of interest

that could smear the desired signals. This selective volume illumination mode
provided light-field image with less background noise and increased contrast”'. For
observing the dynamic process of blood flowing through vessels, we also integrated
a standard SPIM channel (473 nm, 4-pm thick laser sheet) to implement the

in situ 3D imaging of static vessels. The illumination paths were aligned, providing
double excitation to the sample from its dual sides. The detection path used a
water immersion objective (Fluor x20/0.5W, Nikon) to collect the fluorescence
signals. A dichroic mirror split the green fluorescent protein (GFP) (vessels) and
DsRed (RBCs) signals for wide-field and light-field detection, respectively, when
performing dual-channel imaging. The light-field detection here followed the same
design used in the epi-illumination LFM. See Supplementary Fig. 2 for more details
of this hybrid setup.

VCD light-field reconstruction network. In a general convolutional neural
network (CNN), a certain Nth convolutional layer receives feature maps from
the previous (N — 1)th layer, and generates new feature maps using different
convolution kernels. The network finally produces a multi-channel output,
in which each channel is a nonlinear combination of the original input. This
concept shares similarities with the digital refocusing algorithms in the light-field
photography, where each synthetic focal plane of the reconstructed volume can be
interpreted as a superposition of different views extracted from the light-fields*.
Through cascaded layers, our model is expected to gradually transform the
original angular information from the light-field raw image into depth features,
eventually forming the conventional 3D image stack and reconstructing the scene.
In our implementation, the customized VCD-Net is based on a modified U-Net
architecture that contains a downsampling path and a symmetric upsampling
path®. Along both paths, each layer has three parameters, #, fand s, denoting
the output channels number, the filter size of convolution kernel and the step
size of the moving kernel, respectively, as specified in Supplementary Fig. 3
and Supplementary Table 1. The pixels from the input 2D light-field raw image
(dimensions a X b, height X width) are first reformatted into a series of different
views (dimensions a/d X b/d X d*, height x width X views) according to their relative
positions to each lenslet. A subpixel up-scaling part further interpolates these views
to dimension a X bXx d* (height X width X views). Then in the first VCD layer, the
initial transformation from ‘view’ to ‘channel’ is done by convolutions with all these
views using different kernels of each channel, generating an output with dimension
aXbxn, where n is the channel numbers. The following convolution layers keep
combining old channels from previous layers and generating new ones to excavate
the hidden features from the input image. Local residual connections are integrated
into the downsampling path to fully extract the hierarchical features. Finally, the
last layer outputs a 3D image with the channel number # equal to the desired
number of synthetic focal planes ¢, thereby finishing the transformation from
‘channel’ to ‘depth’ (dimensions a X b ¢, height X width X depth).

For VCD-Net training, HR 3D reference images were acquired from confocal
microscopy of static samples or synthetic data. Then a light-field projection
based on the wave optics model'’ was applied to these HR references to generate
corresponding synthetic 2D light-field images as inputs (Supplementary Note
1). The VCD-Net was gradually trained via iteratively minimizing the difference
between its intermediate outputs and the HR references. By setting appropriate
loss functions, such as the mean square error of the pixel intensity, the VCD-Net
obtained optimized kernel parameters for each layer and efficiently converged
to a well-trained status, at which the network can transform the synthetic
light-field inputs back to 3D images. At inference stage, the trained VCD-Net
directly infers a sequence of 3D images from an input light-field video, which
contains many light-field frames recording the dynamic biological processes.
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The time consumption for the VCD-Net procedure depends on the dataset size
and computational resources. As a reference point, the VCD-Net converged after
training on 4,580 pairs of blood cell image patches (size 176 X 176 X 51 pixels)
with 110 epochs. The time cost was roughly 4h on a single graphical processing
unit. Then the trained network spent around 15 to reconstruct 450 consecutive
volumes (size 341 341 x 51 pixels) from acquired light-field videos. This
four-dimensional reconstruction throughput was compared to roughly 11.8h
(roughly 42,467 s) by running LFD (eight iterations) on the same workstation.
The computation was performed on a workstation equipped with Intel(R) Core
i9-7900X CPU at 3.3 GHz, 128 Gb of RAM and Nvidia GeForce RTX 2080 Ti
graphic cards. For more details about VCD-Net training and inference, see
Supplementary Note 2 and our open-source code. The comparative performance
of our direct 2D-3D VCD-Net recovery and LFD recovery (2D-3D) plus other
deep-learning image restoration (3D-better 3D) is shown in Supplementary Note
4. The generalization ability of VCD-Net, reflected by the hybrid-sample and
cross-sample learning application, is discussed in Supplementary Note 5.

Poing spread function measurements. We used both light-field (x40/0.8 W
objective) and 3D wide-field (x40/0.8 W objective plus 0.5-um z step) modes to
image the same volume of subdiffraction fluorescent beads (0.5 pm Lumisphere,
BaseLine) distributed in a piece of hydrogel (0.7% low-melting agarose solution,
BBI Life Sciences). To demonstrate the tunable performance of VCD-Net with
applying different training data, we trained anisotropic and isotropic VCD-Nets
using synthetic anisotropic and isotropic beads, respectively. These synthetic
beads with random 3D distributions were generated using a 3D Gaussian kernel
with controllable full-width at half-maximum (FWHM) values (anisotropic
1X1x3um? isotropic 1X1x 1 um?®). Then 3D image stacks with 60-um depth
were recovered from the recorded light-field image using LFD, anisotropic and
isotropic VCD-Nets. The reconstruction yielded 61 z planes with voxel size
0.34x0.34 X 1 um’ for anisotropic VCD-Net and LFD (eight iterations), and

177 z planes, with voxel size 0.34 X 0.34 X 0.34 pm’ for isotropic VCD-Net. The
reconstructed beads were then detected and fitted with 1D Gaussian function

in each dimension to determine the FWHM as spatial resolution metrics using
a custom-written MATLAB script. The point spread functions of LFD and
VCD-Nets at certain depth were then compared via plotting the line profiles of the
same resolved beads. The achieved lateral and axial resolutions at certain depth
by each method were indicated through calculating the averaged FWHM values
of the resolved beads, for example, z=—14 pm. The performance of anisotropic
and isotropic VCD-Net versus LFD at different depths were further analyzed via
measuring the FWHM of resolved beads across a 60-pm depth, with their variation
indicating the nonuniformity of light-field recovery.

C. elegans strain. The strain ZM9128 hpIs595[Pacr-2(s)::GCaMP6(f)::wCherry],
expressing GCaMP6f in A- and B-class motor neurons, was used to detect neuronal
activity in the moving worm (Fig. 2). The strain QW1217 hpIs491[Prgef-1::
GCaMP6(f)::wCherry]; hpls467[Prab-3::NLS::RFP], with nuclei labeled in all
neurons, was used to demonstrate the imaging performance of VCD-LFM
(Supplementary Fig. 12). All C. elegans were cultured on standard nematode
growth medium plates seeded with OP50 and maintained at 22 °C incubators until
the L4 stage.

C. elegans imaging. To obtain HR 3D data for network training, the L4-stage
anesthetized worms (QW1217 hpls467, ZM9128 hpIs595, by 2.5 mM levamisole

in M9 buffer, Sigma Aldrich) were first imaged using a X40/0.95 W objective on

a confocal microscope (FV3000, Olympus). To demonstrate the performance

of VCD-LEM, anesthetized worms (QW1217 hpIs467) embedded in agarose

were in situ imaged by both light-field and wide-field detection modes in our
epi-illumination LEM. The acquired 3D wide-field image stacks (1-um step

size) were deconvolved in Amira software (Thermo Scientific), for comparison
with light-field reconstructions by LFD and VCD-Net. The 3D reconstructions
encompassed 31 z planes, with voxel size of 0.34 X 0.34 X 1 um®. In the behavior
studies of C. elegans, the awake L4-stage worms (ZM9128 hpIs595) were loaded into
a microfluidic chamber (roughly 300 X 300X 50 pm?), which allows the worms to
move within the FOV of a x40 objective. The GCaMP and RFP signals of the moving
worm were then recorded for 1 min at 100 Hz frame rate (2-ms exposure time).

Quantitative analysis of neuronal activity and behavior of moving C. elegans.
We performed semi-automated tracking of the movement and intensity fluctuation
of each individual neuron using TrackMate Fiji Plugin”’. Neurons were detected
automatically in each volume by applying a circular region of interest (ROI)
through the difference of Gaussian detector and then tracked using Kalman filter.
In cases when this automatic tracking failed due to fast movement of the neuron,
the missing detections and tracking mistakes were manually corrected. For each
neuron in each volume of GCaMP or RFP channel, all the pixels within the ROI of
a certain neuron were averaged to generate a single value F, or F, representing the
fluorescence intensity of this neuron in each channel. To extract calcium dynamics,
we measured (F—F,)/F,, where F=F,/F, is the ratio of GCaMP fluorescence F,

to RFP fluorescence F, and F, is the neuron-specific baseline being the average of
the lowest 100 values. Worm behavior analysis was then implemented based on
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the same fluorescence images. We developed an efficient worm analysis pipeline
that could (1) rapidly infer the worm outlines throughout the whole time period
using a U-Net based image segmentation® and (2) extract the center lines from the
segmented outlines to calculate the changing curvatures and motion velocities™.
More details are given in Supplementary Note 3. The body curvature map shown in
Fig. 2f indicates the time-varying worm postures. The velocity curve shown in Fig.
2g represents the movement along the worm body.

Fish husbandry and lines. Transgenic zebrafish lines Tg(gatala:dsRed;
cmlc2:gfp) (Fig. 3, Supplementary Fig. 14 and Supplementary Videos 4 and 9),
Transgenic zebrafish lines Tg(cmlc2:gfp) (Fig. 3, Supplementary Fig. 17 and
Supplementary Video 6), Tg(flil:gfp; gatala:dsRed) (Supplementary Figs. 14 and
20 and Supplementary Videos 7 and 8), Tg(myl7:nls-gfp) (Supplementary Fig.

15 and Supplementary Video 5) were used in our experiments. Embryonic fish
were maintained at 3-4 days post-fertilization in standard E3 medium, which
was supplemented with extra 1-phenyl 2-thiourea (Sigma Aldrich) to inhibit
melanogenesis. Then, the larvae were anesthetized with tricaine (3-aminobenzoic
acid ethyl ester, Sigma Aldrich) and immobilized in 1% low-melting-point
agarose inside a fluorinated ethylene propylene tube for further imaging. In the
imaging of cardiac blood flow, the embryos were injected with gata2a morpholino
oligonucleotide at the single-cell stage to slow down hematopoiesis and thereby
reduce the density of RBCs. All the experiments were performed in compliance
with and with the approval of a UCLA TACUC protocol.

Zebrafish imaging. The fish samples were moved by a custom stage
(xyz+rotation) so that their signals of interest could be positioned within the
optimal imaging region, determined by the size of selective volume illumination
and the FOV of the detection objective (LUMPlanFLN x20/0.5 W, Olympus).
During cardiac imaging, the center of the heart was moved to the focal plane so
that the volumetric illumination (473 or 532 nm) could selectively excite the RBCs,
myocytes nuclei or myocardium. The light-field videos were recorded at 200 Hz
frame rate, with a frame size (768 X 768 pixels) that corresponds to a lateral FOV
of around 250 X 250 um?. The videos covered 4-5 cardiac cycles and contained 450
frames (5-ms exposure for each frame). For imaging the dynamic process of blood
flow inside vessels, the cameras of dsRed and GFP channels recorded a light-field
video of rapidly flowing RBCs and a SPIM image stack of static tail vessels,
respectively. Each light-field video contained 600 frames (10 or 5ms exposure).
The SPIM stack contained 50 planes that covered a 100-um z depth of the fish tail
(step size 2um).

To obtain HR 3D images of RBCs, myocyte nuclei and myocardium for
VCD-Net training, deeply anesthetized fish larvae with immobilized hearts were
embedded in 1% low-melting agarose for sustained confocal imaging (SP8-STED/
FLIM/FCS, Leica) using a X20/0.75 W objective (HC PL APO CS2). Then we
trained three VCD-Nets based on these HR images of static blood cells (16 fish),
nuclei (23 fish) and myocardium (11 fish), and their paired ligh-field projections.
Besides the confocal imaging of immobilized heart, we also combined SPIM with a
retrospective gating method***, to obtain the light-sheet based HR 3D image of
periodically beating myocardium for network training. A video stack of light-sheet
images of the dense myocardium was first acquired, containing 60-70 videos at
different planes (z step=2pm) that captured the complete myocardial structures.
Each video was then temporally aligned using retrospective gating, to reconstruct
a beating 3D heart. When the training using these previous data was finished,
the network inferred 3D images from empirical light-fields with output voxel size
0.68 X 0.68 X 2 um? (blood cell, myocardium) or 0.326 X 0.326 X 3 um? (myocyte
nucleus). The output image stacks contain 51 planes with depth spanning from
—50 to 50 ym or —75 to 75 um.

Resolution quantification of VCD-Net and LFD reconstructions. We applied
decorrelation analysis™ to quantify the resolutions of VCD-Net and LFD
reconstructions. The analysis was conducted using the Image] plugin (image
decorrelation analysis). We set reccommended parameters (radius, the range

of normalized frequencies, 0-1; N,, the number of sampling points, 50; N, the
number of intermediate high-pass filtering used to find the resolution, 10) to
calculate the cut-off frequency k.. Supplementary Figs. 15-17 show higher k.
obtained in VCD-Net results than LFD results, which quantitatively validate the
better resolution achieved by VCD-Net. We also used the Fourier spectrograms (by
Image]J plugin), to further confirm the resolution advantage of VCD-Net.

Velocity map of RBCs and volume-based ejection fraction analysis of
myocardium in zebrafish heart. Tracking of the flowing RBCs was performed
using Imaris (Bitplane). Figure 3d shows the trajectories of 19 RBCs throughout
one cardiac cycle (415 ms). Figure 3e demonstrates the velocity map that has been
extracted at one specific time point during systole, which contains 31 vectors

from all trackable RBCs in that frame. The analysis was written in MATLAB

and the vector field was visualized by Mayavi®. Volumetric segmentation of
beating myocardium was performed using Amira. A blow tool was used to allow
semiautomatic definition of the inner boundary of the ventricle at each slice. Once
all the slices in certain 3D image stack of one time point were correctly segmented,
the software could calculate the volume of segmented ventricle based on the slice

thickness and the defined area. After the volume of the beating heart at all time
points was calculated, we obtained the volume change ratio of the ventricle during
the diastole and systole in one cardiac cycle.

Reporting Summary. Further information on research design is available in the
Nature Research Reporting Summary linked to this article.

Data availability

The datasets generated and analyzed in this study are available at Zenodo at https://
doi.org/10.5281/zenodo.4390067. The supplementary information is also available
from the corresponding authors upon request. The example model checkpoints
and data are packaged with the code. Source data for Figs. 1-3 are provided with
this paper.

Code availability

Codes for VCD-Net are available at https://github.com/feilab-hust/VCD-Net.
Codes for data analysis and synthetic data generation used in current study are
available from the corresponding authors upon request.
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For all statistical analyses, confirm that the following items are present in the figure legend, table legend, main text, or Methods section.
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|X| The exact sample size (n) for each experimental group/condition, given as a discrete number and unit of measurement
|X| A statement on whether measurements were taken from distinct samples or whether the same sample was measured repeatedly
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Estimates of effect sizes (e.g. Cohen's d, Pearson's r), indicating how they were calculated

Our web collection on statistics for biologists contains articles on many of the points above.

Software and code
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Data collection Light field raw data were collected using our light field microscopy by commercial software HCimage Live (Hamamatsu) and/or customized
Labview (National Instruments) code synchronizing cameras, translation stages and laser. Static high resolution data for network training were
collected by confocal microscopy TCS SP8 via LAS X software (Leica Microsystems).

Data analysis Deep learning models reported in this work were built using Tensorflow 1.15.0, Tensorlayer 1.8.5 and Python 3 in Window 10 environment.
Worm body segmention (Fig.2f,g) was operated by U-Net model using Keras and Python 3. Customized Matlab R2019b scripts were built to
calculate FWHM of large amount of fluorescence beads (Fig.1g), process dynamic fluorescence signals (Fig.2e), map the worm motion pattern
(Fig.2f,g). ImageJ (Fiji) was used to detect beads (Fig.1g) and plugin TrackMate v3.8.0 was used to track the neurons in 2D from moving worm
(Fig.2e). Imaris v7.5.1 was used to track the blood cells in 3D (Fig.3d,e). Amira v6.0.12 was used to segment the heart images for volume
calculation. ImagelJ (Fiji), Amira, Imaris, Mayavi were used for data visualization. All custom software is available at Github link provided in the
manuscript.

For manuscripts utilizing custom algorithms or software that are central to the research but not yet described in published literature, software must be made available to editors and
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Life sciences study design

All studies must disclose on these points even when the disclosure is negative.

Sample size For each VCD-Net model, the size of training dataset is given in Supplementary Table 2. The number of samples acquired for each training has
been determined by model performance: extra data would be further acquired and supplemented until it reached a satisfactory or converged
capability. In preliminary experiment for each light field acquisition, a range of parameters (exposure time, field of view, illumination size,
sample orientation) have been fine tuned to suit the sample.

Data exclusions  Worms with unexpected motion (being static or with too much irregular motion) were excluded. Fish with failed heart function during
imaging were excluded.

Replication System PSF has been measured on large amount of fluorescent beads (n > 2000). Dual channel worm imaging experiment has been repeated
for 3 times and the data shown are representative of n = 10 independent worms at L4 stage. Data from zebrafish cardiac imaging were all
obtained in independent experiments (n > 3) and results shown (Fig. 3b,c,f,g) are representative of n = 8, 4, 3 independent fish for blood cells,
cardiomyocyte nuclei and myocardium imaging, respectively. Data from zebrafish tail imaging were repeated twice among n = 4 independent
fish. Computation cost of reconstruction varied in different input data sizes and dimensions and the example throughput reported in Fig.2 has
been computed with a single worm dataset ( ~900x900x31px for each output, 6000 time points).

Randomization  The samples were randomly chosen before imaging experiments. Training, validation and testing dataset for the network model have been
randomly generated.

Blinding All the performance test of the trained VCD-Net model has been blindly operated on data that were not included in the training or validation
process.

Behavioural & social sciences study design

All studies must disclose on these points even when the disclosure is negative.

Study description Briefly describe the study type including whether data are quantitative, qualitative, or mixed-methods (e.g. qualitative cross-sectional,
quantitative experimental, mixed-methods case study).

Research sample State the research sample (e.g. Harvard university undergraduates, villagers in rural India) and provide relevant demographic
information (e.g. age, sex) and indicate whether the sample is representative. Provide a rationale for the study sample chosen. For
studies involving existing datasets, please describe the dataset and source.

Sampling strategy Describe the sampling procedure (e.g. random, snowball, stratified, convenience). Describe the statistical methods that were used to
predetermine sample size OR if no sample-size calculation was performed, describe how sample sizes were chosen and provide a
rationale for why these sample sizes are sufficient. For qualitative data, please indicate whether data saturation was considered, and
what criteria were used to decide that no further sampling was needed.

Data collection Provide details about the data collection procedure, including the instruments or devices used to record the data (e.g. pen and paper,
computer, eye tracker, video or audio equipment) whether anyone was present besides the participant(s) and the researcher, and

whether the researcher was blind to experimental condition and/or the study hypothesis during data collection.

Timing Indicate the start and stop dates of data collection. If there is a gap between collection periods, state the dates for each sample
cohort.

Data exclusions If no data were excluded from the analyses, state so OR if data were excluded, provide the exact number of exclusions and the
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Data exclusions rationale behind them, indicating whether exclusion criteria were pre-established.

Non-participation State how many participants dropped out/declined participation and the reason(s) given OR provide response rate OR state that no
participants dropped out/declined participation.

Randomization If participants were not allocated into experimental groups, state so OR describe how participants were allocated to groups, and if
allocation was not random, describe how covariates were controlled.

Ecological, evolutionary & environmental sciences study design

All studies must disclose on these points even when the disclosure is negative.

Study description Briefly describe the study. For quantitative data include treatment factors and interactions, design structure (e.g. factorial, nested,
hierarchical), nature and number of experimental units and replicates.

Research sample Describe the research sample (e.g. a group of tagged Passer domesticus, all Stenocereus thurberi within Organ Pipe Cactus National
Monument), and provide a rationale for the sample choice. When relevant, describe the organism taxa, source, sex, age range and
any manipulations. State what population the sample is meant to represent when applicable. For studies involving existing datasets,
describe the data and its source.
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Sampling strategy Note the sampling procedure. Describe the statistical methods that were used to predetermine sample size OR if no sample-size
calculation was performed, describe how sample sizes were chosen and provide a rationale for why these sample sizes are sufficient.

Data collection Describe the data collection procedure, including who recorded the data and how.
Timing and spatial scale |/ndicate the start and stop dates of data collection, noting the frequency and periodicity of sampling and providing a rationale for
these choices. If there is a gap between collection periods, state the dates for each sample cohort. Specify the spatial scale from which

the data are taken

Data exclusions If no data were excluded from the analyses, state so OR if data were excluded, describe the exclusions and the rationale behind them,
indicating whether exclusion criteria were pre-established.

Reproducibility Describe the measures taken to verify the reproducibility of experimental findings. For each experiment, note whether any attempts to
repeat the experiment failed OR state that all attempts to repeat the experiment were successful.

Randomization Describe how samples/organisms/participants were allocated into groups. If allocation was not random, describe how covariates were
controlled. If this is not relevant to your study, explain why.

Blinding Describe the extent of blinding used during data acquisition and analysis. If blinding was not possible, describe why OR explain why
blinding was not relevant to your study.

Did the study involve field work? ~ [_] Yes [ Ino

Field work, collection and transport

Field conditions Describe the study conditions for field work, providing relevant parameters (e.g. temperature, rainfall).
Location State the location of the sampling or experiment, providing relevant parameters (e.g. latitude and longitude, elevation, water depth).

Access & import/export Describe the efforts you have made to access habitats and to collect and import/export your samples in a responsible manner and in
compliance with local, national and international laws, noting any permits that were obtained (give the name of the issuing authority,
the date of issue, and any identifying information).

Disturbance Describe any disturbance caused by the study and how it was minimized.

Reporting for specific materials, systems and methods

We require information from authors about some types of materials, experimental systems and methods used in many studies. Here, indicate whether each material,
system or method listed is relevant to your study. If you are not sure if a list item applies to your research, read the appropriate section before selecting a response.




Materials & experimental systems Methods

Involved in the study n/a | Involved in the study

|:| Antibodies |Z |:| ChiIP-seq

|:| Eukaryotic cell lines |Z |:| Flow cytometry

|:| Palaeontology and archaeology |Z |:| MRI-based neuroimaging

|Z Animals and other organisms
|:| Human research participants
|:| Clinical data

[ ] pual use research of concern

XX XX XX &

Antibodies
Antibodies used Describe all antibodies used in the study, as applicable, provide supplier name, catalog number, clone name, and lot number.
Validation Describe the validation of each primary antibody for the species and application, noting any validation statements on the

manufacturer’s website, relevant citations, antibody profiles in online databases, or data provided in the manuscript.

Eukaryotic cell lines

Policy information about cell lines

Cell line source(s) State the source of each cell line used.
Authentication Describe the authentication procedures for each cell line used OR declare that none of the cell lines used were authenticated.
Mycoplasma contamination Confirm that all cell lines tested negative for mycoplasma contamination OR describe the results of the testing for

mycoplasma contamination OR declare that the cell lines were not tested for mycoplasma contamination.

Commonly misidentified lines  gme any commonly misidentified cell lines used in the study and provide a rationale for their use.
(See ICLAC register)

Palaeontology and Archaeology

Specimen provenance Provide provenance information for specimens and describe permits that were obtained for the work (including the name of the
issuing authority, the date of issue, and any identifying information).

Specimen deposition Indicate where the specimens have been deposited to permit free access by other researchers.

Dating methods If new dates are provided, describe how they were obtained (e.g. collection, storage, sample pretreatment and measurement), where
they were obtained (i.e. lab name), the calibration program and the protocol for quality assurance OR state that no new dates are
provided.

|:| Tick this box to confirm that the raw and calibrated dates are available in the paper or in Supplementary Information.

Ethics oversight Identify the organization(s) that approved or provided guidance on the study protocol, OR state that no ethical approval or guidance
was required and explain why not.

Note that full information on the approval of the study protocol must also be provided in the manuscript.

Animals and other organisms

Policy information about studies involving animals; ARRIVE guidelines recommended for reporting animal research

Laboratory animals 1. Transgenic C.elegans: strain ZM9128 hpls595[Pacr-2(s)::GCaMP6(f)::wCherry, and QW1217 hpls467[Prab-3::NLS::RFP]I; 2.
Transgenic zebrafish: line Tg(cmlc2:gfp; gatala:dsRed), Tg(flil:gfp; gatala:dsRed), and Tg(myl7: nls-gfp).

Wild animals None
Field-collected samples  None

Ethics oversight No ethical approval was required for worm experiment. All the zebrafish experiments were performed in compliance with UCLA
IACUC protocols.

Note that full information on the approval of the study protocol must also be provided in the manuscript.
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Human research participants

Policy information about studies involving human research participants

Population characteristics Describe the covariate-relevant population characteristics of the human research participants (e.g. age, gender, genotypic

information, past and current diagnosis and treatment categories). If you filled out the behavioural & social sciences study
design questions and have nothing to add here, write "See above."

Recruitment Describe how participants were recruited. Outline any potential self-selection bias or other biases that may be present and
how these are likely to impact results.

Ethics oversight Identify the organization(s) that approved the study protocol.

Note that full information on the approval of the study protocol must also be provided in the manuscript.

Clinical data
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Policy information about clinical studies

All manuscripts should comply with the ICMJE guidelines for publication of clinical research and a completed CONSORT checklist must be included with all submissions.

Clinical trial registration  Provide the trial registration number from ClinicalTrials.gov or an equivalent agency.

Study protocol Note where the full trial protocol can be accessed OR if not available, explain why.
Data collection Describe the settings and locales of data collection, noting the time periods of recruitment and data collection.
Qutcomes Describe how you pre-defined primary and secondary outcome measures and how you assessed these measures.

Dual use research of concern

Policy information about dual use research of concern

Hazards

Could the accidental, deliberate or reckless misuse of agents or technologies generated in the work, or the application of information presented
in the manuscript, pose a threat to:

Yes

|:| Public health

|:| National security

|:| Crops and/or livestock
|:| Ecosystems

XXX XX &

|:| Any other significant area

Experiments of concern

Does the work involve any of these experiments of concern:

No | Yes

X Demonstrate how to render a vaccine ineffective

X Confer resistance to therapeutically useful antibiotics or antiviral agents
X Enhance the virulence of a pathogen or render a nonpathogen virulent

Increase transmissibility of a pathogen
Alter the host range of a pathogen
Enable evasion of diagnostic/detection modalities

Enable the weaponization of a biological agent or toxin

X D
Ooooooog

X X X X

Any other potentially harmful combination of experiments and agents

ChlP-seq

Data deposition
|:| Confirm that both raw and final processed data have been deposited in a public database such as GEO.

|:| Confirm that you have deposited or provided access to graph files (e.g. BED files) for the called peaks.




Data access links For "Initial submission" or "Revised version" documents, provide reviewer access links. For your "Final submission" document,
May remain private before publication. | provide a link to the deposited data.

Files in database submission Provide a list of all files available in the database submission.
Genome browser session Provide a link to an anonymized genome browser session for "Initial submission" and "Revised version" documents only, to
(e.g. UCSC)

enable peer review. Write "no longer applicable" for "Final submission" documents.

Methodology
Replicates Describe the experimental replicates, specifying number, type and replicate agreement.
Sequencing depth Describe the sequencing depth for each experiment, providing the total number of reads, uniquely mapped reads, length of reads and
whether they were paired- or single-end.
Antibodies Describe the antibodies used for the ChIP-seq experiments; as applicable, provide supplier name, catalog number, clone name, and lot

number.
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Peak calling parameters | Specify the command line program and parameters used for read mapping and peak calling, including the ChIP, control and index files

used.
Data quality Describe the methods used to ensure data quality in full detail, including how many peaks are at FDR 5% and above 5-fold enrichment.
Software Describe the software used to collect and analyze the ChlP-seq data. For custom code that has been deposited into a community

repository, provide accession details.

Flow Cytometry

Plots

Confirm that:
|:| The axis labels state the marker and fluorochrome used (e.g. CD4-FITC).

|:| The axis scales are clearly visible. Include numbers along axes only for bottom left plot of group (a 'group' is an analysis of identical markers).
|:| All plots are contour plots with outliers or pseudocolor plots.

|:| A numerical value for number of cells or percentage (with statistics) is provided.

Methodology

Sample preparation Describe the sample preparation, detailing the biological source of the cells and any tissue processing steps used.

Instrument Identify the instrument used for data collection, specifying make and model number.

Software Describe the software used to collect and analyze the flow cytometry data. For custom code that has been deposited into a
community repository, provide accession details.

Cell population abundance Describe the abundance of the relevant cell populations within post-sort fractions, providing details on the purity of the
samples and how it was determined.

Gating strategy Describe the gating strategy used for all relevant experiments, specifying the preliminary FSC/SSC gates of the starting cell

population, indicating where boundaries between "positive" and "negative" staining cell populations are defined.

|:| Tick this box to confirm that a figure exemplifying the gating strategy is provided in the Supplementary Information.

Magnetic resonance imaging

Experimental design

Design type Indicate task or resting state, event-related or block design.

Design specifications Specify the number of blocks, trials or experimental units per session and/or subject, and specify the length of each trial
or block (if trials are blocked) and interval between trials.

Behavioral performance measures  State number and/or type of variables recorded (e.g. correct button press, response time) and what statistics were used
to establish that the subjects were performing the task as expected (e.g. mean, range, and/or standard deviation across
subjects).




Acquisition

Imaging type(s) Specify: functional, structural, diffusion, perfusion.
Field strength Specify in Tesla
Sequence & imaging parameters Specify the pulse sequence type (gradient echo, spin echo, etc.), imaging type (EPI, spiral, etc.), field of view, matrix size,

slice thickness, orientation and TE/TR/flip angle.

Area of acquisition State whether a whole brain scan was used OR define the area of acquisition, describing how the region was determined.

Diffusion MRI [ ]Used [ ] Not used

Preprocessing

Preprocessing software Provide detail on software version and revision number and on specific parameters (model/functions, brain extraction,
segmentation, smoothing kernel size, etc.).
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Normalization If data were normalized/standardized, describe the approach(es): specify linear or non-linear and define image types used for
transformation OR indicate that data were not normalized and explain rationale for lack of normalization.

Normalization template Describe the template used for normalization/transformation, specifying subject space or group standardized space (e.g.
original Talairach, MNI305, ICBM152) OR indicate that the data were not normalized.

Noise and artifact removal Describe your procedure(s) for artifact and structured noise removal, specifying motion parameters, tissue signals and
physiological signals (heart rate, respiration).

Volume censoring Define your software and/or method and criteria for volume censoring, and state the extent of such censoring.

Statistical modeling & inference

Model type and settings Specify type (mass univariate, multivariate, RSA, predictive, etc.) and describe essential details of the model at the first and
second levels (e.g. fixed, random or mixed effects; drift or auto-correlation).

Effect(s) tested Define precise effect in terms of the task or stimulus conditions instead of psychological concepts and indicate whether
ANOVA or factorial designs were used.

Specify type of analysis: [ | Whole brain [ | ROI-based [ ] Both

Statistic type for inference Specify voxel-wise or cluster-wise and report all relevant parameters for cluster-wise methods.
(See Eklund et al. 2016)

Correction Describe the type of correction and how it is obtained for multiple comparisons (e.g. FWE, FDR, permutation or Monte Carlo).

Models & analysis

n/a | Involved in the study
|:| |:| Functional and/or effective connectivity

|:| |:| Graph analysis

|:| |:| Multivariate modeling or predictive analysis

Functional and/or effective connectivity Report the measures of dependence used and the model details (e.g. Pearson correlation, partial correlation,
mutual information).

Graph analysis Report the dependent variable and connectivity measure, specifying weighted graph or binarized graph,
subject- or group-level, and the global and/or node summaries used (e.qg. clustering coefficient, efficiency,
etc.).

Multivariate modeling and predictive analysis Specify independent variables, features extraction and dimension reduction, model, training and evaluation
metrics.
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